
holding for a graphene stripe with a zigzag !z=1" and
armchair !z=−1" edges oriented along the x direction.
Fourier transforming along the x direction gives

H = − t #
k,n,!

$ei"!#/#0"n$!1+z"/2%a!
†!k,n"b!!k,n"

+ e−i"!#/#0"neikaa!
†!k,n"b!„k,n − !1 − z"/2…

+ ei"!#/#0"n$!z−1"/2%a!
†!k,n"b!!k,n − z" + H.c.% .

We now consider the case of zigzag edges. The eigen-
problem can be rewritten in terms of Harper’s equations
!Harper, 1955", and for zigzag edges we obtain !Rammal,
1985"

E$,k%!k,n" = − t&eika/22 cos'"
#

#0
n −

ka
2
(&!k,n"

+ &!k,n − 1") , !114"

E$,k&!k,n" = − t&e−ika/22 cos'"
#

#0
n −

ka
2
(%!k,n"

+ %!k,n + 1") , !115"

where the coefficients %!k ,n" and &!k ,n" show up in
Hamiltonian’s eigenfunction *'!k"+ written in terms of
lattice-position-state states as

*'!k"+ = #
n,!

$%!k,n"*a ;k,n,!+ + &!k,n"*b ;k,n,!+% .

!116"

Equations !114" and !115" hold in the bulk. Considering
that the zigzag ribbon has N unit cells along its width,
from n=0 to n=N−1, the boundary conditions at the
edges are obtained from Eqs. !114" and !115", and read

E$,k%!k,0" = − teika/22 cos'ka
2
(&!k,0" , !117"

E$,k&!k,N − 1" = − 2te−ika/2 cos&"
#

#0
!N − 1" −

ka
2 )

(%!k,N − 1" . !118"

Similar equations hold for a graphene ribbon with arm-
chair edges.

In Fig. 21, we show 14 energy levels, around zero en-
ergy, for both the zigzag and armchair cases. The forma-
tion of the Landau levels is signaled by the presence of
flat energy bands, following the bulk energy spectrum.
From Fig. 21, it is straightforward to obtain the value of
the Hall conductivity in the quantum Hall effect regime.
We assume that the chemical potential is in between two
Landau levels at positive energies, shown by the dashed
line in Fig. 21. The Landau level structure shows two
zero-energy modes; one of them is electronlike !hole-
like", since close to the edge of the sample its energy is
shifted upwards !downwards". The other Landau levels
are doubly degenerate. The determination of the values
for the Hall conductivity is done by counting how many
energy levels !of electronlike nature" are below the
chemical potential. This counting produces the value
2N+1, with N=0,1 ,2 , . . . !for the case of Fig. 21 one has

FIG. 20. !Color online" Quantum Hall effect in graphene as a
function of charge-carrier concentration. The peak at n=0
shows that in high magnetic fields there appears a Landau level
at zero energy where no states exist in zero field. The field
draws electronic states for this level from both conduction and
valence bands. The dashed lines indicate plateaus in !xy de-
scribed by Eq. !111". Adapted from Novoselov, Geim, Moro-
zov, et al., 2005.
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Berry phase manifestation in Landau level offset

graphene

• ‘half-integer’ IQHE 
• Berry phase = ⇡

Figure 1: Schematic dependence of the longitudinal resistivity ρxx

(normalized to the zero-field resistivity) and of the Hall resistivity ρxy = RH

(normalized to h/2e2) on the reciprocal filling factor ν−1 = 2eB/hnel (for
gs = 2 and gv = 1). Deviations from the quasiclassical result occur in strong
B field, in the form of Shubnikov-de Haas oscillations in ρxx and quantized
plateaus in ρxy.
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trino” billiards !Berry and Modragon, 1987; Miao et al.,
2007". It has also been suggested that Coulomb interac-
tions are considerably enhanced in smaller geometries,
such as graphene quantum dots !Milton Pereira et al.,
2007", leading to unusual Coulomb blockade effects
!Geim and Novoselov, 2007" and perhaps to magnetic
phenomena such as the Kondo effect. The transport
properties of graphene allow for their use in a plethora
of applications ranging from single molecule detection
!Schedin et al., 2007; Wehling et al., 2008" to spin injec-
tion !Cho et al., 2007; Hill et al., 2007; Ohishi et al., 2007;
Tombros et al., 2007".

Because of its unusual structural and electronic flex-
ibility, graphene can be tailored chemically and/or struc-
turally in many different ways: deposition of metal at-
oms !Calandra and Mauri, 2007; Uchoa et al., 2008" or
molecules !Schedin et al., 2007; Leenaerts et al., 2008;
Wehling et al., 2008" on top; intercalation #as done in
graphite intercalated compounds !Dresselhaus et al.,
1983; Tanuma and Kamimura, 1985; Dresselhaus and
Dresselhaus, 2002"$; incorporation of nitrogen and/or
boron in its structure !Martins et al., 2007; Peres,
Klironomos, Tsai, et al., 2007" #in analogy with what has
been done in nanotubes !Stephan et al., 1994"$; and using
different substrates that modify the electronic structure
!Calizo et al., 2007; Giovannetti et al., 2007; Varchon et
al., 2007; Zhou et al., 2007; Das et al., 2008; Faugeras et
al., 2008". The control of graphene properties can be
extended in new directions allowing for the creation of
graphene-based systems with magnetic and supercon-
ducting properties !Uchoa and Castro Neto, 2007" that
are unique in their 2D properties. Although the
graphene field is still in its infancy, the scientific and
technological possibilities of this new material seem to
be unlimited. The understanding and control of this ma-
terial’s properties can open doors for a new frontier in
electronics. As the current status of the experiment and
potential applications have recently been reviewed
!Geim and Novoselov, 2007", in this paper we concen-
trate on the theory and more technical aspects of elec-
tronic properties with this exciting new material.

II. ELEMENTARY ELECTRONIC PROPERTIES OF
GRAPHENE

A. Single layer: Tight-binding approach

Graphene is made out of carbon atoms arranged in
hexagonal structure, as shown in Fig. 2. The structure
can be seen as a triangular lattice with a basis of two
atoms per unit cell. The lattice vectors can be written as

a1 =
a
2

!3,%3", a2 =
a
2

!3,− %3" , !1"

where a&1.42 Å is the carbon-carbon distance. The
reciprocal-lattice vectors are given by

b1 =
2!

3a
!1,%3", b2 =

2!

3a
!1,− %3" . !2"

Of particular importance for the physics of graphene are
the two points K and K! at the corners of the graphene
Brillouin zone !BZ". These are named Dirac points for
reasons that will become clear later. Their positions in
momentum space are given by

K = '2!

3a
,

2!

3%3a
(, K! = '2!

3a
,−

2!

3%3a
( . !3"

The three nearest-neighbor vectors in real space are
given by

!1 =
a
2

!1,%3" !2 =
a
2

!1,− %3" "3 = − a!1,0" !4"

while the six second-nearest neighbors are located at
"1!= ±a1, "2!= ±a2, "3!= ± !a2−a1".

The tight-binding Hamiltonian for electrons in
graphene considering that electrons can hop to both
nearest- and next-nearest-neighbor atoms has the form
!we use units such that #=1"

H = − t )
*i,j+,$

!a$,i
† b$,j + H.c."

− t! )
**i,j++,$

!a$,i
† a$,j + b$,i

† b$,j + H.c." , !5"

where ai,$ !ai,$
† " annihilates !creates" an electron with

spin $ !$= ↑ , ↓ " on site Ri on sublattice A !an equiva-
lent definition is used for sublattice B", t!&2.8 eV" is the
nearest-neighbor hopping energy !hopping between dif-
ferent sublattices", and t! is the next nearest-neighbor
hopping energy1 !hopping in the same sublattice". The
energy bands derived from this Hamiltonian have the
form !Wallace, 1947"

E±!k" = ± t%3 + f!k" − t!f!k" ,

1The value of t! is not well known but ab initio calculations
!Reich et al., 2002" find 0.02t% t!%0.2t depending on the tight-
binding parametrization. These calculations also include the
effect of a third-nearest-neighbors hopping, which has a value
of around 0.07 eV. A tight-binding fit to cyclotron resonance
experiments !Deacon et al., 2007" finds t!&0.1 eV.
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FIG. 2. !Color online" Honeycomb lattice and its Brillouin
zone. Left: lattice structure of graphene, made out of two in-
terpenetrating triangular lattices !a1 and a2 are the lattice unit
vectors, and "i, i=1,2 ,3 are the nearest-neighbor vectors".
Right: corresponding Brillouin zone. The Dirac cones are lo-
cated at the K and K! points.
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f!k" = 2 cos!#3kya" + 4 cos$#3
2

kya%cos$3
2

kxa% , !6"

where the plus sign applies to the upper !!*" and the
minus sign the lower !!" band. It is clear from Eq. !6"
that the spectrum is symmetric around zero energy if t!
=0. For finite values of t!, the electron-hole symmetry is
broken and the ! and !* bands become asymmetric. In
Fig. 3, we show the full band structure of graphene with
both t and t!. In the same figure, we also show a zoom in
of the band structure close to one of the Dirac points !at
the K or K! point in the BZ". This dispersion can be
obtained by expanding the full band structure, Eq. !6",
close to the K !or K!" vector, Eq. !3", as k=K+q, with
&q & " &K& !Wallace, 1947",

E±!q" ' ± vF&q& + O(!q/K"2) , !7"

where q is the momentum measured relatively to the
Dirac points and vF is the Fermi velocity, given by vF
=3ta /2, with a value vF*1#106 m/s. This result was
first obtained by Wallace !1947".

The most striking difference between this result and
the usual case, $!q"=q2 / !2m", where m is the electron
mass, is that the Fermi velocity in Eq. !7" does not de-
pend on the energy or momentum: in the usual case we
have v=k /m=#2E /m and hence the velocity changes
substantially with energy. The expansion of the spectrum
around the Dirac point including t! up to second order
in q /K is given by

E±!q" * 3t! ± vF&q& − $9t!a2

4
±

3ta2

8
sin!3%q"%&q&2, !8"

where

%q = arctan$qx

qy
% !9"

is the angle in momentum space. Hence, the presence of
t! shifts in energy the position of the Dirac point and
breaks electron-hole symmetry. Note that up to order
!q /K"2 the dispersion depends on the direction in mo-
mentum space and has a threefold symmetry. This is the
so-called trigonal warping of the electronic spectrum
!Ando et al., 1998, Dresselhaus and Dresselhaus, 2002".

1. Cyclotron mass

The energy dispersion !7" resembles the energy of ul-
trarelativistic particles; these particles are quantum me-
chanically described by the massless Dirac equation !see
Sec. II.B for more on this analogy". An immediate con-
sequence of this massless Dirac-like dispersion is a cy-
clotron mass that depends on the electronic density as its
square root !Novoselov, Geim, Morozov, et al., 2005;
Zhang et al., 2005". The cyclotron mass is defined, within
the semiclassical approximation !Ashcroft and Mermin,
1976", as

m* =
1

2!
+ !A!E"

!E
,

E=EF

, !10"

with A!E" the area in k space enclosed by the orbit and
given by

A!E" = !q!E"2 = !
E2

vF
2 . !11"

Using Eq. !11" in Eq. !10", one obtains

m* =
EF

vF
2 =

kF

vF
. !12"

The electronic density n is related to the Fermi momen-
tum kF as kF

2 /!=n !with contributions from the two
Dirac points K and K! and spin included", which leads to

m* =
#!

vF

#n . !13"

Fitting Eq. !13" to the experimental data !see Fig. 4"
provides an estimation for the Fermi velocity and the

FIG. 3. !Color online" Electronic dispersion in the honeycomb
lattice. Left: energy spectrum !in units of t" for finite values of
t and t!, with t=2.7 eV and t!=−0.2t. Right: zoom in of the
energy bands close to one of the Dirac points.

FIG. 4. !Color online" Cyclotron mass of charge carriers in
graphene as a function of their concentration n. Positive and
negative n correspond to electrons and holes, respectively.
Symbols are the experimental data extracted from the tem-
perature dependence of the SdH oscillations; solid curves are
the best fit by Eq. !13". m0 is the free-electron mass. Adapted
from Novoselov, Geim, Morozov, et al., 2005.
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Atomic position parameters extracted from Powder x-ray diffraction data of the cubic NCS PdBiSe 
are provided below in Table 1. 

 

Table 1. Atomic position parameters for unit cell of PdBiSe. 
 Ion Name x y z Occ. B Site Symmetry 

1 Pd Pd 0.98485 0.98485 0.98485 1.000 1.000 4a 0.3 
2 Bi Bi 0.62700 0.62700 0.62700 1.000 1.000 4a 0.3 
3 Se Se 0.37639 0.37639 0.37639 1.000 1.000 4a 0.3 

 
 

3.  RESULTS AND DISCUSSIONS 

3.1.  Transport and AC susceptibility studies  
To characterize the superconducting transition one needs to do the transport, susceptibility and specific 
heat capacity measurements. Home-made set up of our lab is being used for transport measurement from 
300 K down to 1.5 K. Sample contacts have been made using Silver paste and Gold wires (40 micron 
diameter) for the standard four-probe technique configuration to measure resistivity. Resistivity was 
measured using LR-700 (Linear Research, USA) bridge with 5 mA current having small AC frequency 
of 16 Hz. Figure 3 shows the temperature dependence of the resistivity for current orthogonal to (110) 
direction [ρ(T)] from 1.5 to 300 K. The good quality of the sample is clearly evident from the large 
residual resistivity ratio (ρ300K/ρ4K) of 16. The inset of Fig.3 shows superconductivity (Zero resistance) 
below 1.8 K. AC susceptibility (Figure 4) for PdBiSe crystal has been measured from 5 K down to 500 
mK with field parallel to 110 direction and it reveals the superconducting transition below 1.5 K which 
is although at lower side of temperature  but sharper in width as compared  from transport.  

 

  

 
Figure 3. Temperature dependence of the 
resistivity for current orthogonal to (110) 
direction [ρ(T)] from 1.5 to 300 K. 

  Figure 4.  AC susceptibility studies of PdBiSe 
revealed a SC  transition below 1.5 K. 
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authorization procedure and legal framework (12) were higher. The
explanation of public opposition purely by the NIMBY phenomenon
may be outdated as the actual reasoning is overall more complex and
multi-layered [17].

With respect to these contention points, superconducting
direct current (DC) transmission lines are likely to generate a very
different reaction due to their ability to carry more energy at a
much smaller size, while at the same time being buried under-
ground, and thus out of sight. This would substantially reduce the
approval times. Also, the cost for right-of-way would be lowered
due to the small size of SCTL.

2. Superconducting transmission lines

2.1. Technology

Superconductors (SC) are materials that can conduct electric
energy without losses below a certain critical temperature TC, i.e.
they are non-resistive below TC. That distinguishes them from
standard conductors like copper that are resistive and have power
losses dissipated as heat. A cryogenic envelope is needed to keep
the superconductor cooled below its critical temperature (see
Fig. 1). State-of-the-art cryogenic envelopes allow less than 1 W of
heat per meter length to enter the cryogenic system as heat influx
from the environment. Since the second law of thermodynamics
states that in a heat engine not all supplied heat can be used to do
work, the mechanical power that is needed at room temperature
in order to have the desired cooling power at the cryogenic tem-
perature is much higher. The theoretically most efficient thermo-
dynamic cycle is the Carnot process characterized by the Carnot
factor, which defines the efficiency of the process and depends on
both the cryogenic temperature and the higher temperature of the
environment (T¼300 K). The Carnot factor is 3 for liquid nitrogen
(T¼77 K) and 14 for liquid hydrogen (T¼20 K), meaning that the
cooling efficiency is 4–5 times higher if using liquid nitrogen
compared to liquid hydrogen. However, in a superconducting
transmission line the electric losses due to cooling can be kept

small for all considered coolants, as compared to the transferred
power and to the losses of standard conductors.

The critical temperature of a SC varies in a wide range and
there are basically two types of superconductors, low-temperature
superconductors (LTS) like niobium titanium (NbTi, TC¼9.2 K) and
high-temperature superconductors (HTS) like yttrium-barium-
copper-oxide (YBCO, TC¼93 K). Most LTS need to be cooled by
liquid helium (T¼4.2 K), while HTS can be cooled by liquid
nitrogen (T¼77 K) allowing for a simpler design of the cryogenic
envelope and opening the door for electric grid applications. With
the discovery of superconductivity below T¼39 K in magnesium
diboride (MgB2) in 2001 [18], a promising new superconductor has
come on the scene, that can be cooled by either gaseous helium or
liquid hydrogen, is based on raw materials that are very abundant
in nature and is therefore cheaper than any other competing
superconductor.

In the more than 100 years since its discovery [19], super-
conductivity has been successfully applied to a significant number
of large-scale particle-physics experiments, for instance

Acronyms and nomenclature

AC alternating current
BImSchV Federal Emission Control Act Concerning Electroma-

gnetic Fields
DC direct current
EMF electro-magnetic fields
GHe gaseous helium
GIL gas insulated line
HTS high temperature superconductors
HV high voltage
HVDC high voltage direct current
LH2 liquid hydrogen
LN2 liquid nitrogen
LNG liquefied natural gas
LTS low temperature superconductors
MgB2 magnesium-di-boride
MRI magnet resonance imaging devices
NbTi niobium titanium
NIMBY not in my backyard
OHL overhead line
E polyethylene
RES renewable energy share
ROW right-of-way

SC superconductors
SCTL superconducting transmission line
SF6 sulfur hexafluoride
TL transmission line
TSO transmission system operators
TYNDP ten-year-network-development-plan
VSC voltage source converter
XLPE cross linked polyethylene
YBCO yttrium–barium–copper-oxide
cm [39] centimeter
g gram
GW gigawatt
GW h gigawatt hours
Hz hertz
K kelvin
kA kiloampere
kA m kiloampere meter
km kilometer
kV kilovolt
kW h kilowatt hours
m meter
mm millimeter
MW megawatt
mT microtesla

Fig. 1. Design of a high temperature superconducting (HTS) cable for AC operation
with 3 phases cooled by liquid nitrogen (copyright Nexans).
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Another prominent example is the LIPA project [29], a 600 m
superconducting power cable operating in the grid at 138 kV and
2400 Ampere since 2008 and based on HTS material. It was
commissioned by the Long Island Power Authority (LIPA) that was
established in 1998 as the primary electric service provider for
Long Island. Expecting a significant increase in energy demand
until 2020, LIPA made substantial investments in system upgrades
and improvements, thereby acknowledging the promise of the
superconducting technology.

LIPA recognized superconducting power lines as a possible
solution to various needs and related problems [23]:

a. Right-of-way (ROW) congestion: superconducting cables pro-
vide increased power transfer capability within existing ROWs

b. Public acceptance: permission problems for overhead lines
c. Potential cost savings: cheaper than upgrading to 345 kV over-

head transmission systems

Despite the increasing number of demonstrator projects, the
awareness or acceptance as a mature technology among decision
and policymakers is small. According to the TYNDP 2012 (page
206) superconducting transmission lines are still seen as a tech-
nology that is in the research stage, i.e. the lowest development
stage, with no practical application yet [11]. However, as described
earlier, the LIPA cable has been operating in the grid since 2008
with a nominal capacity of 574 MW (reduced to !150 MW by
bottlenecks created by the standard technology grid) and the
AmpaCity in Essen has shown reliable operation since early 2014.
If successful in the longer term, it can lead to retrofitting 30 km of
standard technology transmission lines in Essen. These projects
can be rated as being in large-scale testing phase (stage 2 follow-
ing the TYNDP 2012). Stage 1 technologies are mature and have
already proven their general reliable applicability within the
existing meshed grid.

As a last example of reliable operation, Fig. 2 shows the HTS
test facility of TEPCO in Yokohama [30]. During two years of
operation within the Asahi substation of an HTS cable built by
Sumitomo Electric Industries (SEI), no faults were reported. The
installation, including the refrigeration system, was remotely
monitored from TEPCO in Tokyo with no service man at the sta-
tion. TEPCO has shown continued interest in superconducting
transmission lines because the coastal area of Japan especially
around Tokyo is very densely populated. Due to the small size of
SCTL, existing ROW could be used, rendering new transmission
corridors unnecessary and/or making system upgrades possible.

2.3. Main obstacles for widespread utilization

From a technological point of view, SCTL have a higher com-
plexity than standard transmission lines. The fact that during
operation they rely on a fluid at cryogenic temperatures can be
seen as a disadvantage. The cryogen cannot be allowed to transi-
tion into the gas phase and because the cooling system is powered
by electric energy, it needs an absolutely reliable power source.
The electric energy could be tapped from the TL itself and backed
up by on-site RE sources in combination with energy storage
devices in remote areas. Here it is worth pointing out that the
natural gas pipeline system has a very similar setup and has a
proven record of operating reliably over many decades. The
complex large-scale cryogenic system of the LHC5 at CERN, that
achieved availabilities above 99% per year, can also be taken for
comparison [31]. In terms of maintenance, no significant degra-
dation of the superconducting cable is expected compared to
standard cables.

However, for longer-distance field installation, the cryogenic
envelope and cooling system and the joints connecting the various
cable segments represent the main technical and engineering chal-
lenges. This stems from the need for a good high-voltage electric
insulation combined with the need of perfect thermal insulation
when creating a temperature bridge from room to cryogenic tem-
peratures. The design of the superconducting cable itself also
requires substantial engineering for optimum performance (espe-
cially for AC operation due to the fast switching magnetic field). But
these challenges have been already addressed and solutions only
need to be adapted to the specific transmission line project. Few
official technical guidelines and specification codes for operation
exist, although recently there have been increased efforts in this
direction.

From an economic point of view, the projected capital cost of
superconducting transmission lines and the necessity of economic
competitiveness play a vital role in the utilization and further
application of SCTL in the electric grid. No grid operator will install
an SCTL if the benefits do not outweigh the disadvantages when it
comes down to projected costs. The high cost of the HTS tapes very
surely hindered the utilization of SCTL on a larger scale up to now.
With an increased factory output and new cost-saving production
technologies these costs can be reduced, likely to 50$/kA m for
HTS tapes in the near future. Until HTS reaches economic com-
petitiveness, MgB2 based SCTL will see increased interest,

Fig. 2. TEPCO/Sumitomo 66 kV AC HTS test station at Asahi substation in Yokohama/Japan: left image shows the cable with a joint, right image shows the 66 kV AC end
stations responsible for the transition from standard conductor to superconductor and from room to cryogenic temperature (2014).

5 Large Hadron Collider.
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Superconducting cables in action

superconducting magnets, superconducting accelerator cavities
and detectors used in accelerators at CERN, DESY, Brookhaven and
Fermilab, as well as the fusion machine ITER. Additionally, super-
conductivity is today widely used in a number of commercial
applications, for instance in NMR magnets, generators (wind tur-
bines, hydro power plants, ship engines), transformers, wireless
receivers in communication technology, inductive (metal) heating
systems, magnetic levitation train (Maglev), fault current limiters,
and superconducting magnetic energy storage (SMES).

One of the first proposed practical applications of super-
conductivity, envisaged for it already in 1915 by its discoverer
Heike Kamerlingh-Onnes, is the transmission of electric power
without losses. Apart from the lack of resistive losses, the very
high current densities associated with superconductors allow for
much smaller dimensions of the conductor and cable compared to
the case of standard conductors.

The overall design of SCTL shares many similarities with natural
gas pipelines, as far as carrying a highly pressurized medium and
the need for refrigeration/compressor stations along the line.
However, the dimensions are smaller (a few 10 cm compared to
140 cm diameter) and the maximum pressure is much lower
(20 bar or less compared to 85 bar). There is no availability data for
large-scale SCTL with cooling stations several tens of km apart
because they have not been implemented so far. To give an
impression of the reliability and availability of a large cryogenic
system one can refer to the Large Hadron Collider (LHC) of CERN
which has the longest and most complex cryogenic system in the
world with a length of 27 km. The magnets operate at a tempera-
ture of 1.9 K, which is much more challenging than the cooling
temperatures of 15 K or 70 K necessary for MgB2 and HTS SCTL.
10,080 ton of liquid nitrogen and 136 ton of liquid helium are
necessary to keep 36,000 ton of cold mass (magnets, equipment) at
its nominal operating temperature. The system consists of about
60.000 inlets and outlets and has been running continuously from
2007 to 2013. It achieved a global availability of 94.8% for the year
2012 and an availability of 99.3% for each of the eight 3.3 km long
cryogenic segments [20]. The non-availability time was caused by
the cryogenic system (3.3%), by scientists conducting experiments/
users (0.4%) and by other events (1.2%) triggered by single experi-
ment events, IT or electricity supply by utilities. Thus, the cryogenic
system of SCTL considered in this paper can have a much higher

availability. Not only would the setup be much simpler for cooling
only a bi-polar conductor, but the operating temperatures would be
much higher and operation less demanding.

2.2. State of the art – industrial development

The idea of employing superconducting transmission lines to
transfer GW of power over long distances has been around for
decades [21] and is now making its way into real world grid
applications [22–25] because SCTL offer benefits to TSOs that cannot
be provided by standard solutions. At the moment we see the
technology stage in between innovation (demonstration projects)
and niche application (field projects) with high learning rates [26].
As for every commercially available product, a crucial point is the
economic advantage for the operator and for the end user. The
superconducting tapes and wires, i.e. the superconducting con-
ductors itself, are more advanced in terms of technological devel-
opment because they are increasingly used in a wide range of
applications like magnet resonance imaging devices (MRI), electric
generators or current leads for electric energy intensive industries
like metal refining. Here, an accelerated cost reduction due to
economy-of-scale reasons is likely. It is worth noting that the flex-
ible cryogenic envelopes are already commercially available, they
are used to transfer for instance liquefied natural gas (LNG).

As of now, many demonstrators and proof-of-principle super-
conducting cables have been commissioned by utility companies
worldwide or are already in operation and fully integrated in the
electric grid, as listed in Table 1. The average length of these
superconducting cables is a few hundred meters and capacities are
fairly low, but nonetheless these SCTL offer intrinsic advantages
like the ability to tailor the voltage level, especially to lower it. The
AmpaCity HTS cable [27,22] connecting two power substations in
the city center of Essen holds the record with 1 km length (Spring
2014), but will be soon surpassed by the St. Petersburg cable with
2.5 km length [24,28]. In the case of AmpaCity, the responsible
utility company RWE was convinced by an economic study that
showed that a SC cable is one of the two cheapest options to
upgrade the existing grid. In particular, by employing a SC cable,
one can take advantage of its high current density to operate
at a lower voltage (10 kV) and one can thus eliminate the aging
110-10 kV AC transformers.

Table 1
Global superconducting cable projects that are planned to operate in the electric grid.

Project Location Length [m] Capacity [MVA] Schedule Operator

LIPA Long Island/USA 600 574 (138 kV AC, 2.4 kA) In operation since 2008 LIPA
AmpaCity Essen/Germany 1000 40 (10 kV AC, 2.3 kA) Start of operation 01/2014 RWE

Amsterdam/NL 6000 250 (50 kV AC) Proposed Alliander
St. Petersburg Project St. Petersburg/Russia 2500 50 (20 kV DC, 2.5 kA) Start of operation 2015 FGC UESa

Ishikari Ishikari/Japan 2000 100 (710 kV DC, 5 kA) Start of construction spring 2014 City of Ishikari
Icheon/Korea 100 154 (154 kV AC, 3.75 kA) Operating since 11/2013 KEPCOb

Jeju Island/Korea 1000 154 (154 kV AC, 3.75kA) Operation 2015 KEPCO
Jeju Island/Korea 500 500 (80kV DC) Operation 2014 KEPCO

HYDRA Westchester county/USA 170 96 (13.8 kV AC/4 kA) Start of construction early 2014 ConEdison
Yokohama/Japan 250 200 (66 kV AC, 5kA) Operation stopped December

2013, continuation planned with
new high-performance refrig-
erator 2015.

TEPCOc

China 360 13 (1.3 kV DC, 10 kA) Operation since 2011 IEE CASd

REGf Chicago/US 5 km to be specified Planning since 2014 ComEde

Tres Amigas New Mexico/US 750/5000 Postponed Tres Amigas LLC

a Federal Grid Company United Energy System.
b Korea Electric Power Corporation.
c Tokyo Electric Power Company.
d Institute of Electrical Engineering, Chinese Academy of Sciences.
e Commonwealth Edison.
f Resilient Electric Grid

H. Thomas et al. / Renewable and Sustainable Energy Reviews 55 (2016) 59–7262
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two weak-links which will subsequently become Joseph-
son junctions when temperature is low enough and tin
and niobium are in superconductivity state.

Practically, the wire is firstly fixed on the 4 terminals
on at the corners of a circuit board. The picture below
shows the circuit board.

Figure 5. Circuit board and terminals where niobium
wire is fixed

The weak-links will be made in the middle of the wire
and the circuit board, at the terminal larger than other
4.

Now we will look into the fabrication of weak-links.
First of all, the niobium-oxide layer should be generated
on the surface of niobium wire. Our technique is to exert
a voltage on the middle section of the wire, letting a
current flow through the wire. Then the heat generated
by the current will have niobium wire oxidized by oxygen
in atmosphere. Secondly, we make two cuts in the middle
of the wire. The two cuts should be made with the same
depth and width. Finally we fuse the solder at the middle
terminal and immense the section of niobium wire into
the solder, on which the two cuts are made. So far, the
two weak-links are fabricated and we can cool it down
by melt it into liquid helium (about 4.5K) and let the
Josephson junctions work.

By adding a current Ia across the junction(from sol-
der to niobium wire, vice versa) and measuring the volt-
age across them, we can observe the I-V characteristic
of Josephson junction. Then we add another current ,
Ib, flowing in the niobium wire, which generates a mag-
netic field around the wire and magnetic flux between
the Josephson junctions. In this experimental setup, we
are to observe the interference between the currents flow-
ing through two di⇥erent junctions by recording the the
response of voltage across junctions to the periodically
modulating magnetic flux. The principle is also shown in
the diagram below. From this we can see, the I-V charac-
teristic is modified when magnetic flux, which generates
the phase di⇥erence, is imposed. The di⇥erence of I-V
characteristics results in the interference pattern of volt-
age.

Figure 6. The response of I-V characteristic of
Josephson junction to magnetic flux, and the

corresponding signal for interference.

Here the modulation current I2 indicates the magnitude
of magnetic flux and we can actually calculate the flux
quantum from the experimental results. The structure
of the two weak-links are shown below.

Figure 7. Structure of weak-links

IV. RESULTS AND ANALYSIS

In room temperature, two weak-links show the regular
ohmic resistance. Below is the I-V characteristic of the
9th sample we made in room temperature(normal state).

Figure 8. I-V characteristic of junction in room
temperature

From the scaling of the plots, we can find the resistance
which is about R = 0.056�. After cooling down the
junction, we make the Josephson e⇥ect works. The I-
V characteristic curve in superconducting state is given
below (also for 9th sample),

6

Figure 9. I-V characteristic of Josephson junction in
superconducting state

The Josephson critical current could be calculated to be

2Ic = 30.4mA (25)

Ic = 15.2mA (26)

Within the range of [�Ic, Ic] the current is totally super-
current and no voltage drops across the junction but a
current outside of this range will cause a finite voltage
due to the finite resistance of junction. To observe the
interference e⇧ect, we fix the junction current and add
another modulation current to generate a magnetic field
around the junction. The interference pattern is recorded
below, where the junction current is set to be 16mA.

Figure 10. Interference pattern of 9th junction when
Ijunction = 16mA

From the plot we can find the period of the oscillation is
8mA. It is calculated like below, where 1cm means 2V
on the plot and the resistance is 500⌅

I = 2cm⇥ 2V

1cm
⇥ 1

500⌅
(27)

From this period the fluxoid or flux quantum can be ob-
tained. Firstly we note the magnetic field is confined in
the niobium-oxide layer and two thin layers of the width
of penetration lengths in niobium wire and tin solder.
The field is also confined between the two cuts. At the
same time, we know the magnetic field around the surface
of niobium wire is given as

B =
µ0I

2⇤r
(28)

where r is the radius of the wire. Considering all of these
factors, we get

⇤0 = �B(t+ �L,niobium + �L,tin)d (29)

⇤0 =
µ0�I(t+ �L,niobium + �L,tin)d

2⇤r
(30)

Where d is the separation of two cuts. We can find
⇥L,niobium = 39nm,⇥L,tin = 34nm and r = 0.127mm.
At the same time, we suppose t = 100nm which is ob-
tained by comparing the color of oxidization layer and a

standard table. We use d = 1mm. With the data above,
we get

⇤0 = 2.18⇥ 10�15Wb (31)

The reference value of ⇤0 is 2.0678 ⇥ 10�15Wb which
is very near our result. The error in the calculation may
come from the inhomogeneity of magnetic field, the errors
in several sizes and the possible redundant oxidization of
solder and Nb wire near weak-links. The noise coming
from the amplification of signal could be a problem. But
in the plot we showed above, the noise is suppressed e-
nough.
At last we tabulate all of the data we get in a table.

It includes the information of all 16 junctions we have
made, such as the resistance in room temperature, the
supercurrent Ic and if interference pattern is observed.

Information of all junctions

No. Resistance(⌅) Ic(mA) Interference Date type

1 0.056 5 u 10/30 2-c

2 0.706 u u 10/30 2-c

3 0.026 1.75 Yes 11/01 2-c

4 19.2 u u 11/06 2-c

5 0.038 12 Yes 11/06 2-c

6 0.114 Ohmic No 11/08 2-c

7 0.923 Ohmic No 11/08 2-c

8 0.013 u u 11/13 2-c

9 0.053 15.2 Yes 11/13 2-c

10 0.08 plateau No 11/15 3-c

11 0.020 plateau No 11/15 3-c

12 0.078 6 No 11/20 3-c

13 0.036 plateau No 11/27 3-c

14 0.028 32 Yes 11/27 3-c

15 0.019 plateau No 11/27 3-c

16 0.571 3.1 No 11/29 3-c

16 0.300 3.1 No 11/29 3-c
Here Resistance is the measured resistance under room
temperature, Ic is critical supercurrent, Date is the
date of fabrication. In the table, ”ohmic” means the
I-V characteristic is ohmic and ”plateau” means only a
plateau is measured so Ic cannot be determined. Type
could be ”2c” for 2-junction case or ”3-c” for 3 junction
cut.

V. CONCLUSION

In this experiment, two weak-links are made between
tin solder and niobium wire. A niobium-oxide layer is
made to prevent the contact of solder and Nb. By melting
the junctions into liquid helium with temperature about
4.5K, we produced two Josephson junctions. The I-V
characteristic is observed when di⇧erent current is flow-
ing through the junctions. Afterwards, another current is
injected generating a magnetic field around the junctions,

Current larger than Ic,
voltage measured

AC current (used to
generate mag. field)

VOLUME 11,NUMBER 2 PHYSI CAI. REVIEW LETTERS 15 JULY 1963

FIG. 3. Micro~ave power at 9300 Mc /sec (A) and 24850
Mc/sec {8)produces many zero-slope regions spaced at
hv/2e or hv je. For A, hv/e =38.5 pV, and for 8, 103
pV. For A, vertical scale is 58.8 pV/cm, horizontal
scale is 67 nA/cm; for I3, vertical scale is 50 pV/cm,
horizontal scale is 50 pA/cm.

pears to be a negative resistance at the origin.
Negative-resistance-like regions occur between
virtually every pair of zero-slope regions. At
power levels of about ten milliwatts, these nega-
tive-resistance-like regions gradually vanish
(the sa.mple can be biased to any voltage), and
the "zero-slope" regions exhibit a finite slope.
Both these high-power effects are probably due
to the superimposed conventional detection proc-
esses associated with the background single-
particle tunneling curve.
3. Similar effects occur at 24000 Mc/sec.

Figure 3 shows the numerous steps at 9300 Mc/
sec (A) and at 24850 Mc/sec (8) which are pres-
ent at intermediate microwave power levels.
Josephson' has already discussed briefly the

effect rf should have on the pair-tunneling super-
current. He predicted the occurrence of zero-
slope regions separated by hv/2e in the I Vch-ar-
acteristic in the presence of the rf field. This
prediction was based on the frequency modulation
by the rf of the ac supercurrents previously re-
ferred to. Our experiments have confirmed this
prediction and represent indirect proof of the
reality of Josephson's ac supercurrent. In ad-
dition, they have brought to light several startling
accompaniments of the Josephson effect, namely,
the instability of the origin; the dc negative re-
sistance at the origin; the noise associated with
the onset of instability; and the periodic change
at a given voltage level, e.g. , at zero voltage,
between stable and unstable as the microwave
power changes.
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ANOMALOUS SHIFTS IN THE FLUORESCENCE OF MnF, AND KMnF,
W. W. Holloway, Jr. , M. Kestigian, R. Newman, and E. W. Prohofsky

Sperry Rand Research Center, Sudbury, Massachusetts
(Received 31 May 1963)

In this Letter measurements are reported of
large temperature-dependent changes in the fluo-
rescence of MnF, and KMnF, . These changes
take the form of relatively abrupt alterations in
the wavelength and intensity of the fluorescence.
The effects appear to be related to exchange in-
teractions. To our knowledge, they have not been
observed or reported previously. ' We have ob-
served similar effects in KMnCl„' but these ef-
fects were absent in the luminescence of K(Mno o,-
Zno. »)F~~ and MnCl, .'
The fluoride crystals used in these experiments

were grown by the horizontal Bridgman technique
and the temperature gradient method in an HF at-
mosphere. The observations were performed us-
ing a Perkin-Elmer Model 12-C spectrometer.
The crystals were mounted on a copper post in a
metal Dewar provided with windows for optical
access. Separate thermocouples monitored the
temperature of both the post and the sample at-
tached to the post.
The procedure for taking measurements began

with the cooling of the sample by placing liquid
helium in the coolant reservoir of the Dewar. Af-
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prepared by other techniques (e.g., molecular beam epitaxy).
Colloidal chemistry methods are also cheaper and easier to
upscale, and are highly versatile in terms of composition, size,
shape and surface control. Moreover, colloidal NCs can be
used as building blocks for complex nanostructures, such as
NC superlattices.4,5

The combination of ease of fabrication and processing and
flexibility in property-tailoring has turned colloidal NCs and
HNCs into promising materials for a multitude of applications
(optoelectronics, photonics, spintronics, catalysis, solar energy
conversion, thermoelectrics, information processing and storage,
sensors, and biomedical applications),4–18 spurring an intense
research activity over the past decades. As a result, a remarkable
degree of control over the composition, size, shape and surface
of colloidal NCs has been achieved. Several excellent reviews
and books covering various aspects of colloidal NC research
have been published recently.4–9,16–47 Therefore, this critical
review is not intended as a comprehensive treatise, but rather
as an enticing overview of the field, in which the fundamental
principles are highlighted and the current state-of-the-art is
outlined and discussed.

2. Properties of colloidal heteronanocrystals: when
the whole is greater than the sum of its parts

The properties of colloidal HNCs emerge from their hybrid
organic–inorganic nature, and are dictated not only by
the individual characteristics of the inorganic and organic

components, but also by their mutual interaction. The organic–
inorganic interface and the interplay between the organic
surfactant molecules are also of crucial importance during
the synthesis of colloidal HNCs, being the driving forces
behind the remarkable control achieved in recent years over
the size, shape and architecture of HNCs (section 3 below). This
has yielded an exquisite variety of colloidal HNCs, spanning
from concentric core/(multi)shell quantum dots (QDs) of
various shapes to intricate multipod HNCs, via heterodimers,
nanodumbbells and heteronanorods (Fig. 3).25–30

2.1 The inorganic component

The inorganic nanoparticle (NP) dictates the optoelectronic
and magnetic properties, which are defined by the composi-
tion, size and shape of the HNC. These properties may be
further modulated or modified by the organic ligand layer, as
will be discussed below (section 2.2).
A HNC comprises two (or more) materials that share one or

more interfaces. The nature of the materials connected by the
heterojunction can be widely different.25–30 Consequently,
HNCs can be made combining metals (e.g., Ag–Au), metals
and semiconductors (e.g., Au–CdSe), metals and insulators
(e.g., Co–Fe3O4 or Au–SiO2), metal alloy and metal oxides
(e.g., FePt–Fe3O4), and different semiconductors or insulators
(e.g., CdSe-ZnS or ZnS-Fe3O4). Multicomponent colloidal
HNCs combining different types of materials have also been
obtained (e.g., CdSe/(Cd,Zn)S/ZnS core/multishell QDs
embedded in SiO2 NPs67).
The ability to join different materials in the same HNC

opens up a rich realm of possibilities for property engineering.
For example, magnetic and optical functionalities can be

Fig. 1 Suspensions of colloidal CdSe NCs of different sizes (1.7 to 4.5 nm

diameter, from left to right) under UV excitation. This iconic image of

colloidal nanoscience provides a beautiful visual demonstration of two

fundamental nanoscale effects: quantum confinement (size dependent

luminescence colours) and large surface to volume ratio (colloidal

stability).

Fig. 2 Molecular simulation snapshot of a colloidal CdSe NC capped

by hexylamine molecules. Colour coding: black, Se; orange, Cd; light

blue, C; dark blue, N; white, H; yellow, S; brown, P; red, O.

The simulation methodology is described in ref. 3. Courtesy of

P. Schapotschnikow (Delft University of Technology, Netherlands).

Fig. 3 Schematic survey of colloidal HNC architectures (for clarity the

surfactant layer is not represented). The diversity of possible material

combinations for each category can be illustrated by a few examples:

(a) CdSe/ZnS,30 InP/ZnS,30 Co/CdSe;48 (b) PbSe/CdSe;49 (c) CdTe/CdSe;50

(d) Au/Fe3O4;
51 (e) Au–Fe3O4,

52 CdSe–Fe2O3,
53 CdSe–Au,54

FePt–CdSe,55 FePt–PbS,55 CdS–Fe2O3;
56 (f) Au–Fe3O4–Au;

51

(g) CdSe/CdS,57–59 ZnSe/CdS;59 (h) Au/Ag;29 (i) CdTe–CdSe–CdTe,60

PbSe–CdSe–PbSe,61 Au–CdSe–Au,62 Co–TiO2–Co;
63 (j) CdS–Ag2S;

64

(k) PbSe–CdSe,61 Co–TiO2;
63 (l) CdSe–CdS–CdSe,65 CdTe–CdSe–CdTe;66

(m) CdSe–Au;62 (n) CdSe–CdTe;65 (o) CdSe–CdTe.65 TEM images of

some of these HNCs will be provided later. Courtesy of M. Casavola

(Utrecht University, Netherlands).
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prepared by other techniques (e.g., molecular beam epitaxy).
Colloidal chemistry methods are also cheaper and easier to
upscale, and are highly versatile in terms of composition, size,
shape and surface control. Moreover, colloidal NCs can be
used as building blocks for complex nanostructures, such as
NC superlattices.4,5

The combination of ease of fabrication and processing and
flexibility in property-tailoring has turned colloidal NCs and
HNCs into promising materials for a multitude of applications
(optoelectronics, photonics, spintronics, catalysis, solar energy
conversion, thermoelectrics, information processing and storage,
sensors, and biomedical applications),4–18 spurring an intense
research activity over the past decades. As a result, a remarkable
degree of control over the composition, size, shape and surface
of colloidal NCs has been achieved. Several excellent reviews
and books covering various aspects of colloidal NC research
have been published recently.4–9,16–47 Therefore, this critical
review is not intended as a comprehensive treatise, but rather
as an enticing overview of the field, in which the fundamental
principles are highlighted and the current state-of-the-art is
outlined and discussed.

2. Properties of colloidal heteronanocrystals: when
the whole is greater than the sum of its parts

The properties of colloidal HNCs emerge from their hybrid
organic–inorganic nature, and are dictated not only by
the individual characteristics of the inorganic and organic

components, but also by their mutual interaction. The organic–
inorganic interface and the interplay between the organic
surfactant molecules are also of crucial importance during
the synthesis of colloidal HNCs, being the driving forces
behind the remarkable control achieved in recent years over
the size, shape and architecture of HNCs (section 3 below). This
has yielded an exquisite variety of colloidal HNCs, spanning
from concentric core/(multi)shell quantum dots (QDs) of
various shapes to intricate multipod HNCs, via heterodimers,
nanodumbbells and heteronanorods (Fig. 3).25–30

2.1 The inorganic component

The inorganic nanoparticle (NP) dictates the optoelectronic
and magnetic properties, which are defined by the composi-
tion, size and shape of the HNC. These properties may be
further modulated or modified by the organic ligand layer, as
will be discussed below (section 2.2).
A HNC comprises two (or more) materials that share one or

more interfaces. The nature of the materials connected by the
heterojunction can be widely different.25–30 Consequently,
HNCs can be made combining metals (e.g., Ag–Au), metals
and semiconductors (e.g., Au–CdSe), metals and insulators
(e.g., Co–Fe3O4 or Au–SiO2), metal alloy and metal oxides
(e.g., FePt–Fe3O4), and different semiconductors or insulators
(e.g., CdSe-ZnS or ZnS-Fe3O4). Multicomponent colloidal
HNCs combining different types of materials have also been
obtained (e.g., CdSe/(Cd,Zn)S/ZnS core/multishell QDs
embedded in SiO2 NPs67).
The ability to join different materials in the same HNC

opens up a rich realm of possibilities for property engineering.
For example, magnetic and optical functionalities can be

Fig. 1 Suspensions of colloidal CdSe NCs of different sizes (1.7 to 4.5 nm

diameter, from left to right) under UV excitation. This iconic image of

colloidal nanoscience provides a beautiful visual demonstration of two

fundamental nanoscale effects: quantum confinement (size dependent

luminescence colours) and large surface to volume ratio (colloidal

stability).

Fig. 2 Molecular simulation snapshot of a colloidal CdSe NC capped

by hexylamine molecules. Colour coding: black, Se; orange, Cd; light

blue, C; dark blue, N; white, H; yellow, S; brown, P; red, O.

The simulation methodology is described in ref. 3. Courtesy of

P. Schapotschnikow (Delft University of Technology, Netherlands).

Fig. 3 Schematic survey of colloidal HNC architectures (for clarity the

surfactant layer is not represented). The diversity of possible material

combinations for each category can be illustrated by a few examples:

(a) CdSe/ZnS,30 InP/ZnS,30 Co/CdSe;48 (b) PbSe/CdSe;49 (c) CdTe/CdSe;50

(d) Au/Fe3O4;
51 (e) Au–Fe3O4,

52 CdSe–Fe2O3,
53 CdSe–Au,54

FePt–CdSe,55 FePt–PbS,55 CdS–Fe2O3;
56 (f) Au–Fe3O4–Au;

51

(g) CdSe/CdS,57–59 ZnSe/CdS;59 (h) Au/Ag;29 (i) CdTe–CdSe–CdTe,60

PbSe–CdSe–PbSe,61 Au–CdSe–Au,62 Co–TiO2–Co;
63 (j) CdS–Ag2S;

64

(k) PbSe–CdSe,61 Co–TiO2;
63 (l) CdSe–CdS–CdSe,65 CdTe–CdSe–CdTe;66

(m) CdSe–Au;62 (n) CdSe–CdTe;65 (o) CdSe–CdTe.65 TEM images of

some of these HNCs will be provided later. Courtesy of M. Casavola

(Utrecht University, Netherlands).
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Colloidal CdSe nanocrystals (NC), 
diameter 1.7-4.5 nm (left to right) 
under UV illumination.

shortly before their experimental discovery in 1984. For
large cluster sizes, theoretical and experimental evi-
dence for a supershell structure, i.e., a beating pattern
that envelopes the shell oscillations, was found in 1990
(Nishioka, Hansen, and Mottelson, 1990; Pedersen et al.,
1991). Much experimental and theoretical effort was de-
voted in the following years to detailed studies of the
electronic and geometric structure of metallic clusters
and their physical and chemical properties. (For a re-
view of shell structures in metallic clusters, see Brack,
1993, de Heer, 1993, and the recent monograph by
Ekardt, 1999).

In beautiful analogy to atoms, nuclei, or clusters, shell
structure can also be observed in the conductance spec-
tra of small semiconductor quantum dots. As an ex-
ample, the inset to Fig. 3 (lower right panel) schemati-
cally shows the device used by Tarucha et al. (1996): in
an etched pillar of semiconducting material, a small,
quasi-two-dimensional electron island is formed be-
tween two heterostructure barriers. The island can be
squeezed electrostatically by applying a voltage to the
metallic side gate that is formed around the vertical
structure. The dot is connected to macroscopic voltage
and current meters via the source and drain contacts.
Measuring the current as a function of the voltage on
the gates at small source-drain voltage, one observes
current peaks for each single electron subsequently en-
tering the dot (see Sec. II.B). The spacing between two
subsequent current peaks is proportional to the differ-
ence in energy needed to add another electron to a dot
already confining N particles. This quantity is plotted in
Fig. 3 (lower right panel) for two different dots with
diameters D!0.5 !m and D!0.44 !m and shows large
amplitudes at electron numbers N!2, 6, and 12. Indeed,
these numbers correspond to closed shells of a two-
dimensional harmonic oscillator. As we shall see, the ad-
ditional structures at the midshell regions are a conse-
quence of spin alignment due to Hund’s rules, in analogy
to the atomic ionization spectra (Zeng, Goldman, and
Serota, 1993; Tarucha et al., 1996; Franceschetti and
Zunger, 2000).

II. QUANTUM DOT ARTIFICIAL ATOMS

Quantum dots constitute an excellent model system in
which to study the many-body properties of finite fermi-
onic systems. Without attempting to review the many
experimental techniques that have been developed, we
provide in this section a brief introduction to the fabri-
cation of these man-made structures (Sec. II.A). A sub-
stantial amount of information on the electronic proper-
ties of quantum dots is drawn from conductance
measurements. Here the discrete nature of the electron
charge manifests itself as a Coulomb blockade. This im-
portant feature is discussed in Sec. II.B, and more de-
tails are given in Sec. II.C regarding the different types
of experimental setups for studying the level spacing.

A. Fabrication

The development in the early 1970s of superlattice
structures (Esaki and Tsu, 1970; Chang et al., 1973) and
the demonstration of carrier confinement in reduced di-
mensions by electron and optical spectroscopy in GaAs-
AlGaAs quantum wells (Chang, Esaki, and Tsu, 1974;
Dingle, Gossard, and Wiegmann, 1974; Esaki and
Chang, 1974) were of crucial importance for further de-
velopments in semiconductor physics. With the trend to-
ward miniaturizing electronic devices, systems based on
a quasi-two-dimensional electron gas (which can form in
heterostructures, quantum wells, or metal-oxide semi-
conductor devices; see Ando, Fowler, and Stern, 1982)
attracted much attention. By applying metallic gate pat-
terns or etching techniques, it became possible to further
restrict a two-dimensional electron gas to geometries in
which the carriers are confined to a ‘‘wire’’ (i.e., a quasi-
one-dimensional system) or a ‘‘dot,’’ where the carrier
motion is restricted in all three spatial directions (i.e., a
‘‘zero-dimensional’’ system).

Experiments on quantum wires like those, for ex-
ample, reported in the very early work of Sakaki (1980),
led to further investigations of the localization and inter-
action effects in one-dimensional systems (Wheeler
et al., 1982; Thornton et al., 1986). For the fabrication of
zero-dimensional artificial atoms and the search for ex-
perimental evidence of energy quantization, various ap-
proaches were taken in the beginning.1 Regarding the
observation of energy quantization, Reed et al. (1988)
performed pioneering experimental studies on etched
heterostructure pillars. Figure 4 shows a scanning elec-
tron micrograph of these dot structures, which had elec-
tric contacts on their top and bottom, respectively.

1See, among others, Smith et al., 1987, 1988; Hansen et al.,
1989, 1990; Sikorski and Merkt, 1989; Demel et al., 1990;
Lorke, Kotthaus, and Ploog, 1990; Silsbee and Ashoori, 1990;
Meurer, Heitmann, and Ploog, 1992.

FIG. 4. Scanning electron micrograph showing etched quan-
tum dots. (The white bars have a length of 0.5 !m.) Inset,
schematic picture of a single dot structure. After Reed et al.,
1988.
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(A schematic drawing of the double-barrier heterostruc-
ture is shown as an inset in Fig. 4.) Measuring the
current-voltage characteristics of single dots, Reed et al.
(1988) reported evidence that electron transport indeed
occurred through a discrete spectrum of quantum states.

Single-electron tunneling and the effect of Coulomb
interactions in asymmetric quantum pillars was also dis-
cussed by Su, Goldman, and Cunningham (1992a,
1992b). Guéret et al. (1992) built an etched double-
barrier vertical-dot structure, surrounded by a metallic
and a separately biased Schottky gate, that allowed a
variable control of the lateral confinement. In addition
to avoiding edge defects and allowing for a rather
smooth confinement of the electrons, with this device
one can control the effective size of the quantum dot by
varying the voltage on the vertical gate. Despite these
efforts, it was not until 1996 when, with a rather similar
setup (see the inset to the lower right panel in Fig. 3),
Tarucha et al. could obtain for the first time very clear
experimental evidence for energy quantization and shell
structure on a truly microscopic level. We shall return to
these measurements and their theoretical analysis later
on.

Another method frequently used to create quantum
confinement in a semiconductor heterostructure is the
lithographic patterning of gates, i.e., the deposition of
metal electrodes on the heterostructure surface. An ex-
ample is shown in Fig. 5, here for an inverted GaAs-
AlGaAs heterostructure. Application of a voltage to the
top gate electrodes confines the electrons of the two-
dimensional electron gas that is formed at the interface
between the different semiconductor materials (see Mei-
rav, Kastner, and Wind, 1990).

Other examples of the creation of quantum dots are
the selective and self-assembled growth mechanisms of
semiconducting compounds (Petroff et al., 2001). In the
Stranski-Krastanow process (Stranski and von Krast-
anow, 1939), a phase transition from epitaxial structure
to islands with similar sizes and regular shapes takes
place, depending on the misfit of the lattice constants
(strain) and the growth temperature. For a description
of the self-organized growth of quantum dots at the sur-
faces of crystals we refer the reader to the monograph
by Bimberg, Grundmann, and Ledentsov (1999). The

growth conditions determine the form of self-assembled
dots, which, for example, can be pyramidal, disk shaped
or lens shaped (Marzin et al., 1994; Petroff and Den-
baars, 1994; Grundmann et al., 1995; Notzel et al., 1995).
Drexler et al. (1994), Fricke et al. (1996), Miller et al.
(1997), and Lorke and Luyken (1997, 1998) probed the
ground states and electronic excitations of small self-
assembled quantum dots and rings by far-infrared and
capacitance spectroscopy. Double layers of vertically
aligned quantum dots were investigated by Luyken et al.
(1998). A theoretical analysis of the few-electron states
in lens-shaped self-assembled dots compared well with
the experimental results of Drexler et al. (1994) and
showed that the calculated charging and infrared ab-
sorption spectra reflect the magnetic-field-induced tran-
sitions between different states of interacting electrons
(Wójs and Hawrylak, 1996). Ullrich and Vignale (2000)
were the first to provide time-dependent spin-density-
functional calculations of the far-infrared density re-
sponse in magnetic fields and were able to reproduce the
main features of the far-infrared spectroscopy measure-
ments by Fricke et al. (1996) and Lorke et al. (1997).
Fonseca et al. (1998) performed an analysis of the
ground states of pyramidal self-assembled dots within
spin-density-functional theory, as discussed briefly in
Sec. III.J.

Quantum dots and quantum wires can also be fabri-
cated by the so-called cleaved-edge overgrowth (Pfeiffer
et al., 1990; see also Wegscheider, Pfeiffer, and West,
1996 and Wegscheider and Abstreiter, 1998). Much ex-
perimental and theoretical work has concentrated on
optical excitations, as summarized in the monograph by
Jacak, Hawrylak, and Wójs (1998). The latter work also
provides a comprehensive review on studies of excitons
in quantum dots.

B. Coulomb blockade

Electron transport through a quantum dot is studied
by connecting the quantum dot to surrounding reser-
voirs. The fact that the charge on the electron island is
quantized in units of the elementary charge e regulates
transport through the quantum dot in the Coulomb
blockade regime (Kouwenhoven and McEuen, 1999).
Here the transport between the reservoirs and the dot
occurs via tunnel barriers, which are thick enough that
the transport is dominated by resonances due to quan-
tum confinement in the dot (Tanaka and Akera, 1996).
This requires a small transmission coefficient through
the barriers, and thus the tunnel resistance has to be
larger than the quantum resistance h/e2. If the dot is
fully decoupled from its environment, it confines a well-
defined number N of electrons. For weak coupling, de-
viations due to tunneling through the barriers are small,
leading to discrete values in the total electrostatic en-
ergy of the dot. This energy can be estimated by N(N
!1)e2/(2C), where C is the capacitance of the dot.
Thus the addition of a single electron requires energy
Ne2/C , which is discretely spaced by the charging en-
ergy e2/C . If this charging energy exceeds the thermal

FIG. 5. Lateral device structure. Left, schematic drawing of a
lateral device structure; right, scanning electron micrograph of
the sample. From Meirav, Kastner, and Wind, 1990.
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Because a quantum dot is such a general kind of sys-
tem, there exist quantum dots of many different sizes
and materials: for instance, single molecules trapped be-
tween electrodes !Park et al., 2002", normal metal !Petta
and Ralph, 2001", superconducting !Ralph et al., 1995;
von Delft and Ralph, 2001", or ferromagnetic nanopar-
ticles !Guéron et al., 1999", self-assembled quantum dots
!Klein et al., 1996", semiconductor lateral !Kouwen-
hoven et al., 1997" or vertical dots !Kouwenhoven et al.,
2001", and also semiconducting nanowires or carbon
nanotubes !Dekker, 1999; McEuen, 2000; Björk et al.,
2004".

The electronic properties of quantum dots are domi-
nated by two effects. First, the Coulomb repulsion be-
tween electrons on the dot leads to an energy cost for
adding an extra electron to the dot. Due to this charging
energy tunneling of electrons to or from the reservoirs
can be suppressed at low temperatures; this phenom-
enon is called Coulomb blockade !van Houten et al.,
1992". Second, the confinement in all three directions
leads to quantum effects that influence the electron dy-
namics. Due to the resulting discrete energy spectrum,
quantum dots behave in many ways as artificial atoms
!Kouwenhoven et al., 2001".

The physics of dots containing more than two elec-
trons has been previously reviewed !Kouwenhoven et
al., 1997; Reimann and Manninen, 2002". Therefore we
focus on single and coupled quantum dots containing
only one or two electrons. These systems are particularly
important as they constitute the building blocks of pro-
posed electron spin-based quantum information proces-
sors !Loss and DiVincenzo, 1998; DiVincenzo et al.,
2000; Byrd and Lidar, 2002; Levy, 2002; Wu and Lidar,
2002a, 2002b; Meier et al., 2003; Kyriakidis and Penney,
2005; Taylor et al., 2005; Hanson and Burkard, 2007".

B. Fabrication of gated quantum dots

The bulk of the experiments discussed in this review
was performed on electrostatically defined quantum
dots in GaAs. These devices are sometimes referred to
as lateral dots because of the lateral gate geometry.

Lateral GaAs quantum dots are fabricated from het-
erostructures of GaAs and AlGaAs grown by molecular-

beam epitaxy !see Fig. 2". By doping the AlGaAs layer
with Si, free electrons are introduced. These accumulate
at the GaAs/AlGaAs interface, typically 50–100 nm be-
low the surface, forming a two-dimensional electron gas
!2DEG"—a thin !#10 nm" sheet of electrons that can
only move along the interface. The 2DEG can have high
mobility and relatively low electron density $typically
105−107 cm2/V s and #!1−5"!1015 m−2, respectively%.
The low electron-density results in a large Fermi wave-
length !#40 nm" and a large screening length, which al-
lows us to locally deplete the 2DEG with an electric
field. This electric field is created by applying negative
voltages to metal gate electrodes on top of the hetero-
structure $see Fig. 2!a"%.

Electron-beam lithography enables fabrication of gate
structures with dimensions down to a few tens of na-
nometers !Fig. 2", yielding local control over the deple-
tion of the 2DEG with roughly the same spatial resolu-
tion. Small islands of electrons can be isolated from the
rest of the 2DEG by choosing a suitable design of the
gate structure, thus creating quantum dots. Finally, low-

FIG. 1. Schematic picture of a quantum dot in !a" a lateral
geometry and !b" in a vertical geometry. The quantum dot
!represented by a disk" is connected to source and drain reser-
voirs via tunnel barriers, allowing the current through the de-
vice I to be measured in response to a bias voltage VSD and a
gate voltage VG.

FIG. 2. Lateral quantum dot device defined by metal surface
electrodes. !a" Schematic view. Negative voltages applied to
metal gate electrodes !dark gray" lead to depleted regions
!white" in the 2DEG !light gray". Ohmic contacts !light gray
columns" enable bonding wires !not shown" to make electrical
contact to the 2DEG reservoirs. !b", !c" Scanning electron mi-
crographs of !b" a few-electron single-dot device and !c" a
double dot device, showing the gate electrodes !light gray" on
top of the surface !dark gray". White dots indicate the location
of the quantum dots. Ohmic contacts are shown in the corners.
White arrows outline the path of current IDOT from one reser-
voir through the dot!s" to the other reservoir. For the device in
!c", the two gates on the side can be used to create two quan-
tum point contacts, which can serve as electrometers by pass-
ing a current IQPC. Note that this device can also be used to
define a single dot. Image in !b" courtesy of A. Sachrajda.
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trolled between 10–40 Å in radius, and 10% size
distributions.3,22 The nanocrystal surface is passivated by or-
ganic ligands. For the tunneling measurements we link the
nanocrystals to a gold film via hexane dithiol molecules,23 as
shown schematically in the upper inset of Fig. 1!a".
Scanning tunneling microscopy !STM" data were ob-

tained using a homebuilt cryogenic STM. The scan head and
sample area are evacuated just before introducing helium ex-
change gas and inserting the STM to the liquid helium bath.
All data presented here were acquired at 4.2 K. In a typical
experiment, a topographic image of an isolated InAs QD was
taken, from which its size was determined.8 Then, the STM
tip was positioned above the QD, forming a double barrier
tunnel junction !DBTJ" configuration,11,12 as depicted in Fig.
1!a". Tunneling I-V or dI/dV versus V characteristics were
acquired while disabling the scanning and feedback controls.
These data were acquired with the tip retracted from the QD
to a distance where the bias predominantly drops on the
tip-QD junction, forming a highly asymmetric DBTJ. In
these conditions, CB !VB" states appear at positive !nega-
tive" sample bias, and the real QD level separations can be
extracted directly from the peak spacings.8,24

RESULTS AND DISCUSSION

The I-V curve in Fig. 1!a" was acquired on an InAs QD,
22 Å in radius. This curve, typical of others, shows a region

of suppressed tunneling current around zero bias, followed
by a series of steps at both negative and positive bias. In Fig.
1!b" we present the corresponding dI/dV versus V , tunnel-
ing conductance spectrum, which is proportional to the tun-
neling density-of-states.25 A series of discrete peaks is
clearly observed, where the separations are determined by
both the single-electron charging energy and the discrete
level spacings in the QD. Also presented in the figure is a fit
to the orthodox model for single-electron tunneling, which
will be discussed below.
In Fig. 2, we plot a set of tunneling-conductance spectra

acquired on InAs QDs of radii ranging from 35–10 Å. In
Ref. 8, we discussed the detailed assignment of the observed
peaks, and extracted spectroscopic information from these
data. Briefly, on the positive bias side, immediately follow-
ing current onset, we always observed a doublet that we
assign to tunneling through the twofold spin degenerate 1Se
CB state. Then, a larger spacing is observed followed by a
higher multiplet, of up to six peaks, that we attribute to the
CB 1Pe state. The negative bias side shows a more complex
structure, reflecting the complicated QD VB level spectrum,3
but in each spectra one can identify two peaks with a larger
separation, from which the spacing between the ground and
first excited VB levels was extracted.

FIG. 1. Tunneling spectroscopy of a single InAs nanocrystal, 22
Å in radius (T!4.2 K). !a" Measured I-V curve !solid line" and the
simulated one !dotted line". The DBTJ configuration and the
equivalent circuit are shown schematically in the insets. !b" Simu-
lated !bottom trace" and experimental tunneling conductance
spectra.

FIG. 2. Size evolution of the tunneling dI/dV vs V characteris-
tics of single InAs QDs displaced vertically for clarity. The position
of the centers of the zero current gap showed nonsystematic varia-
tions with respect to the zero bias, of the order of 0.2 eV, probably
due to variations of local offset potentials. For clarity of presenta-
tion, we offset the spectra along the V direction to center them at
zero bias. Representative nanocrystal radii are denoted. All spectra
were acquired at T!4.2 K.
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