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Four-terminal measurement on a quasi 1D channel
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temperature [4]. Following this work, it has been argued
that the observed saturation is indeed universal and
intrinsic, and due to electron–electron interactions in the
ground state of the Fermi liquid [5,6]. More recent studies
of the phase coherence time in metallic silver quantum
wires [7], on the other hand, show a relatively good
agreement with the standard theory [2,3]. In these
measurements, only small deviations of tf compared with
the standard theory have been observed at the lowest
temperatures, which have been argued to be due to the
presence of a very small amount of magnetic impurities.

In order to attribute the saturation of tf in very clean
metallic quantum wires to the presence of such a small
amount of magnetic impurities, it is important to have an
adequate theory which describes the underlying physics
and enables a quantitative comparison with the experi-
mental data. Quite recently, there has been tremendous
progress in the understanding of the influence of magnetic
impurities on the phase coherence time, both experimen-
tally [8–11] and theoretically [12,13]. This new under-
standing raises the question: is it possible to reanalyse the
temperature dependence of tf in very clean metallic wires
to determine whether the experimentally observed devia-
tions from the standard theory can be explained within this
picture of magnetic impurities.

The main purpose of this article is to review various
experiments which have addressed the influence of mag-
netic scattering on electron coherence in metallic quantum
wires. In the first part, we briefly review the pioneering
experiments which studied electron coherence determined
by magnetic scattering [14–17].

We then review recent measurements of electron
coherence under high-magnetic fields ðmBbkBTÞ where
the magnetic impurities are polarised and therefore should
not contribute to dephasing [16–19].

In the last section, we present new data for the phase
coherence time in ultra-clean gold and silver quantum
wires, and compare them to presently existing data on
equally clean samples from other groups. We then analyse
the saturation observed in these samples assuming that the
apparent saturation of tf is due to magnetic impurities.

Our conclusion of this analysis is that, based on all
presently available measurements of the phase coherence
time in very clean metallic wires, it is hard to conceive that
the apparent saturation of tf is solely due to the presence
of an extremely small amount of magnetic impurities.

2. Review of earlier experiments on magnetic impurities

As mentioned above, recent experiments invoke the
presence of a small amount of magnetic impurities as a
possible source of the frequently observed low-temperature
saturation of the phase coherence time [7]. It is well known
that the coupling of magnetic impurities to the conduction
electrons gives rise to the well-known Kondo effect [20,21].
At temperatures above the Kondo temperature TK, the
magnetic scattering due to Kondo impurities leads to a

very slow and an almost temperature-independent con-
tribution to the dephasing time [22]. The magnetic
contribution is maximal around the Kondo temperature
[14,15] and decreases rapidly at lower temperatures [8,9].
Consequently, if a metallic sample contains a small amount
of magnetic impurities with a very low Kondo temperature,
the observed temperature dependence of tf would show
saturation at temperatures above TK.
Already in the early days of weak localization, many

experimentalists have observed a systematic saturation of
the electron phase coherence at low temperatures, when
extracted from low-field magnetoresistance [23,24]. This
saturation has often been attributed to the presence of
some residual magnetic impurities [25], however, without
any experimental verification.
To the best of our knowledge, the first experiment which

clearly demonstrated the strong influence of magnetic
impurities on electron coherence on the level of a few parts-
per-million (ppm) in very clean metallic samples has been
carried out by Pannetier and coworkers in 1985 [26]. The
need for very long phase coherence times in order to
measure AAS oscillations in two-dimensional networks
[27,28] pushed the authors to seek extremely clean metals
to obtain very large values for the phase coherence length.
The solution to the problem was to thermally anneal the
samples. The annealing process oxidizes magnetic impu-
rities, suppressing decoherence due to the Kondo effect,
and therefore leads to an increase of the phase coherence
length Lf. The phase coherence length of two gold samples
(before and after annealing) is shown in Fig. 1. One clearly
sees the enhancement of the phase coherence length due to
the annealing process [29].
These experiments therefore clearly show that the

presence of an extremely small amount of magnetic

ARTICLE IN PRESS

Fig. 1. Phase coherence length as a function of temperature for an ultra-
pure gold sample before ð#Þ and after ð$Þ annealing. The solid line
corresponds to the theoretical expectation within the AAK picture [30].
Data are taken from Ref. [26].
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the two samples. A possible explanation of this
result is that increasing the randomness causes
an increasing breakdown of the conservation of
wave-vector requirement in electron-phonon
scattering. 4' Because of this complication, we
have not attempted to extract a value of the inelas-
tic-scattering times from these results. '4

B. Thin wires

The current voltage (I V) chara-cteristics of
several wires were studied at various tempera-
tures. In all cases the I-V curves were linear
at low currents while at high currents Joule heat-
ing was clearly evident. The wires thus behaved
as ordinary Ohmic resistors. All of the results
given below were, unless explicitly noted other-
wise, obtained at currents sufficiently small that
Joule heating was negligible.

1%'e will first consider the results for the dirt
wires. Typical results for the resistance over a

FIG. 8. Resistance as a function of temperature for
several dirty wires. The ~A of each wire is indicated
m the figure. For purposes of comparison, the results
for each sample are normalized by the value of R at
12 K. R(12 K)=380 kQ for the 450-A wire, 200 kQ for
the 570-A wire, 78 kQ for the 910-A wire, and 32 kQ
for the 1900-A sample. The results for a dirty film are
also shown for comparison.
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wide temperature range are shown in Fig. 7.
sve yAbove about j.5 K the behavior is quantitativel

similar to that found in the dirty films (Fig. 6).
At 1ower temperatures the resistance of the wire
increases much more rapidly than that of the film,
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FIG. 7. Resistance as a function of temperature for a
dirty wire with M= 890 A.. R(12 K) =58 kQ

FIG. 9.
the

Resistance as a function of the logarithm f
he temperature for several dirty wires. The data are
the same as that shown in Fig. 8. Typical error bars
are shown at selected points. Note that the uncertainty
increases as the temperature decreases since lower
currents must then be used to avoid significant Joule
heating.
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FIG. 10. Resistance as a function of T for several
dirty wires. The data are the same as that shown in
Fig. 8. For the sake of clarity some overlapping points
have been omitted.

and we attribute this to the effect of localization
in one dimension.
The results for several other wires are shown

in Fig. 8, where for comparison we also show the
behavior of a thin film. The resistance rise is
seen to increase as the cross-sectional area of
the wires is decreased, and for the wire with
vX=450A the rise at 0.3 K is nearly ten times
larger than that observed in the film. In Fig. 9
we show the same results plotted against a
logarithmic temperature scale. It is clear that
for the wires the temperature dependence is
definitely faster than logarithmic and is thus dif-
ferent from that observed in the thin films. Fig-
ure 10 shows the same results plotted against
7 '+. Below about 5 K the results are consistent
with a T '~ dependence, while at higher tempera-
tures there is a small deviation towards lower
values of the resistance. " Figure 11 shows a plot
of the fractional resistance rise at a constant
temperature as a function of A '. The data at
A. ' =0 are the thin-film results and we see that
the results for the wires extrapolate smoothly
to the thin-film behavior as A '-0. This is to be
expected for the following reason. The dirty
wires were all made from AuPd films which were
between 400 and 800 A thick. The cross sections
of wires with WA greater than about 1000A were,
therefore, similar to Fig. 3(d}, i.e., the effective
width was much greater than the thickness and
hence as A- the "wires" essentially become
thin films. " We interpret the amount by which the
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A'(iO' cm')

FIG. 11. The fractional resistance rise at 4.0, 1.5,
and 0.3 K as a function of A ~ for the dirty wires.

resistance rise of the wires exceeds that of the
films as being due to one-dimensional localization.
From Fig. 11, we see that this "one-dimensional"
contribution to the resistance rise varies as A '.
We should note that the lengths of our wires

varied from approximately 90 to 300 pm. Since
there was no correlation between the cross-sec-
tional area and the length, the results in Fig. 11
indicate that the resistance rise is independent
of the length of the wire. In particular, two wires
with nearly identical areas (3.5&10 "and
3.3 X10 "cm'} but lengths differing by nearly a
factor of two (90 and 160 p, m, respectively), ex-
hibited the same resistance rise to within Z/0,
well within the experimental error. ' While the
theory does predict that the resistance will, at
low temperatures, vary exponentially with the
length of the wire, this behavior should be ob-
servable only when the length is comparable to
the inelastic mean free path. We will see below
that this mean free path is much less than 1 p.m
in our wires, so the absence of a length depen-
dence is consistent with the theory.
The principal results from the experiments on

the dirty wires are the T '~ variation of the re-
sistance at low temperatures and the A ' depen-
dence of the overall effect. These results are
consistent with the theory of localization only if
the inelastic scattering time is proportional to
7 ' and is independent of the size of the wire.
The only known scattering mechanism which is
consistent with this behavior is electron-tun-
neling-level scattering. If we use the electron-
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FIG. 2. (a) Magnetoresistance data from the ring in Fig. I
at several temperatures. (b) The Fourier transform of the
data in (a). The data at 0.199 and 0.698 K have been offset
for clarity of display. The markers at the top of the figure
indicate the bounds for the flux periods h/e and h/2e based
on the measured inside and outside diameters of the loop.
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FIG. 1. (a) Magnetoresistance of the ring measured at
T=0.01 K. (b) Fourier power spectrum in arbitrary units
containing peaks at h/e and h/2e. The inset is a photograph
of the larger ring. The inside diameter of the loop is 784
nm, and the width of the wires is 41 nm.

rings (average diameters 825 and 245 nm) and a lone
wire (length 300 nm). The samples were cooled in the
mixing chamber of a dilution refrigerator, and the
resistance was measured with a four-probe bridge
operated at 205 Hz and 200 nA (rms).
Typical magnetoresistance data from the larger-

diameter ring are displayed in Fig. 1(a). Periodic oscil-
lations are clearly visible superimposed on a more
slowly varying background. The period of the high-
frequency oscillations is AH = 0.007 59 T. This period
corresponds to the addition of the flux 4p = h/e to the
area of the hole. From the average area (one half of
the sum of the area from the inside diameter and that
from the outside diameter) measured with the STEM,
4p =0.007 80 T. The area measurement is accurate to
within = 10'/o. As a result of the large aspect ratio, we
can say unequivocally that the periodic oscillations are
not consistent with h/2e. They are certainly the
single-electron process predicted recently. 2 4 In the
Fourier power spectrum [Fig. 1(b)] of these data, two
peaks are visible at I/AH=131 and 260 T ' corre-
sponding respectively to h/e and h/2e. (Since the h/e
oscillations are not strictly sinusoidal, we cannot be
certain whether the h/2e peak is the self-interference
process or harmonic content in the 4&p oscillations. )
That the h/2e period is less significant than the h/e
period is consistent with the theory for rings which are
moderately resistive. We note that the amplitude of
the h/e oscillations at the lowest temperatures is about
0.1% of the resistance at H= 0, at least a factor of 10

larger than the oscillations observed in normal-metal
cylinders and networks of loops. s'p "
Figure 2(a) contains resistance data for three tem-

peratures over a larger range of magnetic field.
Surprisingly, the oscillations persist to rather higher
magnetic field [H ) 8 T (our largest available field) or
over 1000 periods] than expected from estimates
which assumed that the phase difference between the
inside edge of the ring and the outside edge should
completely destroy the periodic effects. The argument
that the flux in the metal should destroy the oscilla-
tions relies on the simple assumption that the wire
consists of parallel but noninteracting conduction
paths. If instead the electron path in the wire is suffi-
ciently erratic to "cover" the whole area of the wire,
then no phase difference exists between the inside di-
ameter and the outside diameter. '
Figure 2(b) contains the Fourier spectra of the data

in Fig. 2(a). Again, the fundamental h/e period ap-
pears as the large peak at I/b, H=131 T ', and near
I/AH=260 T ' there is a small feature in the spec-
trum. There is also a peak near 5 T ' which is the
average field scale of the aperiodic fluctuations. '4 The
detailed structure of the h/e peak in the power spec-
trum is probably the results of mixing of the field
scales corresponding to the area of the hole in the ring
and the area of the arms of the ring. ts (The simple
difference between inside and outside area implies a
splitting of more than 20 T ', whereas the observed
splitting in the peak structure has never been more
than 7 T '.) A simple extension of the multichannel
Landauer formula for a ring with flux piercing the
arms implies that the Arharonov-Bohm oscillations
will be modulated by an aperiodic function. ' Roughly
speaking, the field scale in which the aperiodic func-
tion fluctuates is that for the addition of another flux
quantum to the arms of the ring. The field scale of the
modulating function mixes with the Aharonov-Bohm
period to give structure to the peak. As seen in Fig.
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FIG. 1. (a) Magnetoresistance of the ring measured at
T=0.01 K. (b) Fourier power spectrum in arbitrary units
containing peaks at h/e and h/2e. The inset is a photograph
of the larger ring. The inside diameter of the loop is 784
nm, and the width of the wires is 41 nm.
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resistance was measured with a four-probe bridge
operated at 205 Hz and 200 nA (rms).
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frequency oscillations is AH = 0.007 59 T. This period
corresponds to the addition of the flux 4p = h/e to the
area of the hole. From the average area (one half of
the sum of the area from the inside diameter and that
from the outside diameter) measured with the STEM,
4p =0.007 80 T. The area measurement is accurate to
within = 10'/o. As a result of the large aspect ratio, we
can say unequivocally that the periodic oscillations are
not consistent with h/2e. They are certainly the
single-electron process predicted recently. 2 4 In the
Fourier power spectrum [Fig. 1(b)] of these data, two
peaks are visible at I/AH=131 and 260 T ' corre-
sponding respectively to h/e and h/2e. (Since the h/e
oscillations are not strictly sinusoidal, we cannot be
certain whether the h/2e peak is the self-interference
process or harmonic content in the 4&p oscillations. )
That the h/2e period is less significant than the h/e
period is consistent with the theory for rings which are
moderately resistive. We note that the amplitude of
the h/e oscillations at the lowest temperatures is about
0.1% of the resistance at H= 0, at least a factor of 10

larger than the oscillations observed in normal-metal
cylinders and networks of loops. s'p "
Figure 2(a) contains resistance data for three tem-

peratures over a larger range of magnetic field.
Surprisingly, the oscillations persist to rather higher
magnetic field [H ) 8 T (our largest available field) or
over 1000 periods] than expected from estimates
which assumed that the phase difference between the
inside edge of the ring and the outside edge should
completely destroy the periodic effects. The argument
that the flux in the metal should destroy the oscilla-
tions relies on the simple assumption that the wire
consists of parallel but noninteracting conduction
paths. If instead the electron path in the wire is suffi-
ciently erratic to "cover" the whole area of the wire,
then no phase difference exists between the inside di-
ameter and the outside diameter. '
Figure 2(b) contains the Fourier spectra of the data

in Fig. 2(a). Again, the fundamental h/e period ap-
pears as the large peak at I/b, H=131 T ', and near
I/AH=260 T ' there is a small feature in the spec-
trum. There is also a peak near 5 T ' which is the
average field scale of the aperiodic fluctuations. '4 The
detailed structure of the h/e peak in the power spec-
trum is probably the results of mixing of the field
scales corresponding to the area of the hole in the ring
and the area of the arms of the ring. ts (The simple
difference between inside and outside area implies a
splitting of more than 20 T ', whereas the observed
splitting in the peak structure has never been more
than 7 T '.) A simple extension of the multichannel
Landauer formula for a ring with flux piercing the
arms implies that the Arharonov-Bohm oscillations
will be modulated by an aperiodic function. ' Roughly
speaking, the field scale in which the aperiodic func-
tion fluctuates is that for the addition of another flux
quantum to the arms of the ring. The field scale of the
modulating function mixes with the Aharonov-Bohm
period to give structure to the peak. As seen in Fig.
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FIG. 1. (Color online) Magnetotransport in a Bi2Te2Se nanoribbon with a thickness of 98 nm. (a) Temperature dependence of the resistance.
The left inset shows the AFM image of the sample and the right inset shows a schematic diagram of the measurement configuration. (b) Low-field
magnetoresistance (MR) at various temperatures. The positive MR is a consequence of weak antilocalization (WAL). (c) The MR curves at
θ = 0◦ and 90°, with WAL at low fields and universal conductance fluctuations at high fields. (d) The sheet conductance ("G!) as a function
of the perpendicular component of the magnetic field, measured at T = 2 K for various angles θ . All the curves coincide with each other. The
solid curve is a fit to Eq. (1).

Figure 1(c) shows the MR curves for θ = 0◦ and 90°,
respectively, where θ is the angle between the field and the unit
vector normal to the film. Recognizing that the surface states
(SSs) are largely insensitive to in-plane fields, we ascribe the
MR contribution at θ = 90◦ to bulk carriers. In doing so, we
neglect the SS contribution to the parallel-field MR, which is
nonzero due to the BSC. Likewise, we neglect the dependence
of the bulk contribution on the field direction, which arises due
to the BSC as well as due to the finite thickness of the ribbons.
These approximations are justified because our nanoribbons
are not thin compared to the bulk phase relaxation length [22].

In Fig. 1(d), we have subtracted the bulk (θ = 90◦) contri-
bution from the magnetoconductance (MC) obtained at other
angles [27]. Upon this subtraction, all MC curves coincide
with each other when plotted as a function of the perpendicular
component of the magnetic field. The two-dimensional (2D)
nature of the WAL is thus demonstrated [28]. Accordingly, we
fit the MC curves of Fig. 1(d) to the Hikami-Larkin-Nagaoka
(HLN) formula [29],

"G!(B) = α
e2

2π2!

[

ln

(
!

4eL2
φ,SSB

)

−ψ

(
1
2

+ !
4eL2

φ,SSB

)]

,

(1)

where "G!(B) = G!(B) − G!(0) and G! = G·(L/W ).
Here, G = 1/R is the conductance of the ribbon, R is its
resistance, W is the ribbon width, and L is its length. Also,
Lφ,SS is the phase relaxation length of SSs, ψ(x) is the

digamma function, and α is a coefficient that reflects the
number of independent conduction channels on the surfaces
of the film [9,16]. For sample S9, the best fit yields α = 0.28
and a surface phase relaxation length of Lφ,SS = 141 nm. The
bulk phase relaxation length of Lφ,B = 66 nm is also obtained
by analyzing the MR at θ = 90◦ [22].

Figure 2(a) shows the phase relaxation length as a function
of sample thickness across different samples. All of the values
of Lφ,B are scattered around 60 nm and are much smaller
than Lφ,SS. Figure 2(b) shows that α ≈ 0.5 when H ! Lφ,B

and α ≈ 0.25 when H > Lφ,B . Because the bulk contribution
has already been subtracted, the abrupt thickness-dependent
change in α is interpreted as a change in the number of inde-
pendent surface conduction channels. The value of α is affected
by any phase-coherent coupling that may exist between them.
A single, isolated TSS leads to α = 0.5 (WAL) regardless
of the band parameters. In contrast, the contribution from a
single and isolated trivial 2D electron gas (2DEG) can range
between α = −1 [weak localization (WL)] for weak spin-orbit
coupling and α = 0.5 (WAL) for strong spin-orbit coupling.
The fact that α ≈ 0.5 for the thinnest films suggests a strong
and phase-coherent intersurface coupling therein. In addition,
the observation of α < 0.5 for the thicker films reveals the
existence of at least one topologically trivial surface 2DEG. As
an alternative check, we have performed quantum oscillation
measurements that suggest the existence of one topologically
trivial 2DEG [22]. A similar observation has also been made
in Ref. [30]. In order to have α < 0.5, the trivial 2DEG must
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FIG. 1. Magnetoresistance of a Si(111)MOSFET in
a perpendicular magnetic field at 0.1 K. Electron densi-
ty is 1.2&10' cm

the two samples with the extreme mobilities
( & 1000 and & 25 000). A preliminary report on
some of these measurements has been reported else-
where. ' Earlier measurements in the low-field re-
gime have also been reported by Kawaguchi and
Kawaji, ' Wheeler, ' and by Davies et al' . Our
measurements were performed in a He- He dilu-
tion refrigerator on four terminal Si MOSFET de-
vices. These were similar devices to those studied
earlier in which the logarithmic temperature
dependence of the conductivity was demonstrated.
Magnetic fields were applied via a superconducting
solenoid capable of 50 ko. The resistances were
measured using an ac resistance bridge operating at
500 Hz. The amplitude of the voltage modulation
used to measure the resistance was always less than
2 mV/cm with substantially lower fields used at
the lower temperatures. This was done in an effort
to keep electron heating effects to a minimum.
The devices were 1.0-mm long and 0.25-mm wide
with potential probes separated by 0.25 mm.
A trace of the magnetoresistance in perpendicu-

lar field at 0.10 K is shown in Fig. 1 for a low-
mobility (111)sample. As a function of H, the
resistivity is seen to first decrease rather sharply
and then at higher fields increase again. The de-
crease at low fields is due to the suppression of lo-
calization effects [the third term in (5)], while the
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FIG. 2. Low-field magnetoresistance of a Si(111)
MOSFET in a perpendicular field for various tempera-
tures. Electron density is 4.52&& 10' cm

increase is due to the Zeeman term [the last term
in (5)]. This rise has a logarithmic dependence on
H as predicted in (5) in the limit pgH ~~kT. This
negative magnetoresistance in low fields was first
observed by Eisele and Dorda. ' A more detailed
measurement in the low-field region yields the set
of data shown in Fig. 2 for an electron density of
4.52& 10' cm . Here we show the temperature
and magnetic field dependence of the resistance
due to localization effects. It can be seen that for
this low-mobility device (p = 1000), these effects
persist out to a few kilogauss. If we adopt the in-
terpretation that localization effects should begin
to "turn off" when the first Landau orbit becomes
comparable in size to the inelastic scattering length
we obtain a critical field II, given by

AcH, =
2el;l,

For the data at T =0.1 K shown in Fig. 2 and the
estimate of l; described below, this corresponds to
a magnetic field of -30 G. Thus as the various
Landau orbits become smaller than the inelastic
length there is a rapid drop in R beginning at rath-
er low fields. A detailed fit to (5) can be made and
in the low-field region only the orbital term contri-
butes. From this fit the parameters a and the in-
elastic scattering time ~; can be extracted. The
quality of the low-field fit for different values of a
is shown in Fig. 3. The curves are fit at 0=0 and
2.0 kG and ~; determined. It can be seen clearly
that +=1.0+0.05 yields the best fit resulting in an
inelastic scattering time for this temperature and
electron density of 3.75& 10 "sec. Similar quali-
ty fits have been made for the data set in Fig. 2
and for various other electron densities on this par-
ticular device and it is found that the best fit oc-

Weak localization

PRB 26, 773 (1982)

NATURE NANOTECHNOLOGY | VOL 9 | SEPTEMBER 2014 | www.nature.com/naturenanotechnology 663

news & views

counter-propagating waves is the same, 
the interference is constructive, and the 
probability of backscattering is doubled by 
the interference contribution. This increases 
the localization of the carriers and, therefore, 
the resistivity of the sample.

In early studies of weak localization, 
physicists were already intrigued by the role 
of spin and spin–orbit coupling on coherent 
transport1. The spin–orbit interaction can be 
viewed as a momentum-dependent Zeeman 
coupling of an effective magnetic field Beff 
to the electron spin. During each scattering 
event, Beff changes its direction, causing the 
spin to precess. The constructive interference 
(and weak localization) persists only for 
weak spin–orbit coupling; in that case, the 
spin–orbit coupling time, τso ~1/Beff, is much 
larger than the spin dephasing time, τi, due 
to inelastic scattering. Naively, for a strong 
spin–orbit coupling for which τso << τi, you 
might expect that the random rotation angles 
of the carrier spin would add a random phase 
factor that destroys the interference effect. 
However, the spin–orbit coupling does not 
break time-reversal symmetry. Therefore, 
independent of the details of disorder, the 
time-reversed paths have the same sequence 
of momentum changes but with the opposite 
sign, implying precisely opposite spin 
rotations. When averaging over all spin 
rotation angles for an arbitrary closed path 
in two dimensions, a destructive interference 
contribution prevails1. Strong spin–orbit 
coupling does not cause a complete 
dephasing of time-reversed backscattered 
waves, but changes the net interference 
contribution from weak localization to 
weak anti-localization (Fig. 1b), that is, it 
suppresses the resistivity of the conductor.

An external magnetic field Bp applied 
perpendicular to the plane of the conductor 
couples to the orbital part of the electron’s 
wavefunction. Because the magnetic field 
breaks time-reversal symmetry, it diminishes 
the interference of the time-reversed paths 
beyond its characteristic timescale τB ~1/Bp. 
Spin–orbit coupling then plays a negligible 
role when τso >> τB. With decreasing Bp, 
the constructive interference contribution 
strengthens, resulting in an increase of 
the measured resistance. When, however, 
τB >> τso at small Bp, weak anti-localization 
takes over and the resistance drops. The 
resulting maximum in the resistance at 
τB ≈ τso, marking the crossover from weak 
localization to weak anti-localization, 
has traditionally provided the means for 
inferring the approximate strength of the 
spin–orbit coupling1.

Nitta and colleagues carried out an 
experiment in which the interference 
contribution to electron transport can 
provide not just an approximate scale of the 

spin–orbit coupling, but also an accurate 
measurement of its momentum-dependent 
direction in different semiconductor 
quantum structures. Unexpectedly, weak 
anti-localization plays no role in these 
experiments. Indeed, in structures with 
strong spin–orbit coupling, the researchers 
could rely solely on weak localization, and 
on tuning its contribution to transport 
by controlling the dephasing, following a 
concept previously proposed by the group3.

The researchers studied transport in a 
two-dimensional (2D) electron gas in an 
InGaAs-based heterostructure by patterning 
microwires with widths smaller than the 
characteristic spin-precession length in the 
spin–orbit field. This quasi-1D character 
of transport implies that the carrier spins 
experience only the spin–orbit-field 
component given by the momentum 
component along the wire. Backscattering 
in this geometry changes the sign of the 
spin–orbit field, but does not rotate its 
spin-precession axis. The randomization of 

spin rotations is suppressed in the quasi-1D 
wire and the interference contribution 
to transport has the weak localization 
form, despite the strong spin–orbit 
coupling (Fig. 1c).

The researchers applied an in-plane 
magnetic field Bin, which couples to the 
carrier spin. Because this momentum-
independent Zeeman coupling breaks 
time-reversal symmetry, the spin-precession 
axis given by Beff + Bin rotates when the 
carrier is scattered in the quasi-1D channel, 
and the resulting dephasing suppresses 
weak localization (Fig. 1d). The dephasing is 
maximized when Bin is orthogonal to Beff and 
minimized when the two fields are parallel.

The researchers studied a semiconductor 
heterostructure in which the momentum-
dependent spin–orbit field has two types of 
spin–orbit coupling with different symmetry, 
called Rashba and Dresselhaus. The direction 
of the total Rashba–Dresselhaus field is 
determined by the ratio of their respective 
strengths, α and β. These can be tuned 
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Figure 1 | Interference transport effects in 2D and 1D spin–orbit-coupled systems. a, Constructive 
interference of backscattered electron waves (ψ+ and ψ-) passing along time-reversed 2D paths leads to 
weak localization (WL) in the absence of spin–orbit coupling. Red and blue arrows represent scattering 
events of the two waves. The inset is a zoom-in of the interference occurring at the scattering site. b, Left: 
Spins randomly precess when scattered in the presence of the momentum-dependent spin–orbit field 
Beff. The spin–orbit coupling leads to a prevailing destructive interference of backscattered electron waves 
passing along a time-reversed 2D path and to the weak anti-localization (WAL). Right: The electron 
spin (light blue arrow) precesses around the effective field Beff. The direction of Beff in momentum space 
kx–ky is also shown. c, The variation of the direction of Beff is quenched in 1D wires (the direction of Beff in 
momentum space depends only on ky; right) restoring the constructive interference and weak localization 
despite the presence of spin–orbit coupling. d, Right: Adding a Zeeman coupling of an in-plane magnetic 
field Bin breaks time-reversal and introduces a change in the direction of the net spin-precession axis 
Beff + Bin when the carrier scatters. Left: The resulting dephasing (Deph.) of backscattered waves 
suppresses weak localization.
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B = 0
Weak localisation in magnetic field

discernable effect on the phase coherence, but the effect is
opposite to that observed for larger B∥. The measurement is
performed on epitaxial graphene grown on silicon carbide
(SiC/G), using curvature of the B⊥ MR peak to quantify the
electron decoherence rate. Applying an in-plane magnetic
field first broadens the MR peak slightly (enhances
decoherence), before the sharpening effect due to impurity
polarization sets in. This magnetic field dependence shows
that the observed decoherence is caused by spin-flip
scattering rather than other dynamical sources of
decoherence, such as external noise due to external two-
level systems [26]. The nonmonotonic dependence of the
decoherence rate on B∥ has not, to our knowledge, been
discussed in previous work. It is a generic feature of
quantum transport in disordered conductors that can be
attributed to the precession of impurity spins at a frequency
different from the spin precession of mobile electrons.
When electron (e) and impurity (i) g factors differ, the

difference between their spin precession frequencies ωeji ¼
gejiμBB∥=ℏ leads to a random variation of the spin-depen-
dent scattering conditions for electron waves retracing the
same closed diffusive trajectory in clockwise and anticlock-
wise directions, whose interference forms the quantum
correction to conductivity. The nonmonotonicity is charac-
terized by a magnetic field scale, B" ¼ ℏτ−1s =jge − gijμB,
above which the decohering effect of the in-plane field
(separating precession frequencies for impurities and con-
duction electrons) is overcome by polarization of impurity
spins. The g factor of magnetic scatterers can thus be
determined by fitting the temperature and B∥ dependence
of the MR curvature to theory developed below.
Magnetotransport measurements were performed

on a large area [160 μm × 35 μm, Fig. 1(a)] n-doped
SiC/G Hall bar, encapsulated in a polymer to improve
temporal stability and doping homogeneity and exposed
to deep-UV light to reduce carrier concentration (n ¼ 10#
1 × 1011 cm−2) [27]. The device was measured at UBC in a
dilution refrigerator equipped with a two-axis magnet,
allowing independent control of B⊥ and B∥ [10]. Average
MR measurements are not obscured by mesoscopic con-
ductance fluctuations due to the large sample size.
Figure 1(b) shows the characteristic negative MR of

weak localization, measured for B∥ ¼ 0. As expected,
MR is sharpest at the lowest temperatures where thermal
charge fluctuations are minimized [Eq. (1)]. Raising the in-
plane field to B∥ ¼ 1 T yields a significantly sharper (and
higher) MR peak due to the partial polarization of impurity
spins at this field [Fig. 1(c)]. Even in the raw data of
Fig. 1(c), however, the nonmonotonicity that is the primary
subject of this Letter can be clearly seen: the MR peak for
B∥ ¼ 0.3 T is broader than the trace at B∥ ¼ 0, despite the
small but nonzero impurity polarization at this low in-
plane field.
To make further progress, the decoherence time τφ is

quantified using the expression for the curvature κ of
magneto-conductivity around B⊥ ¼ 0,

κ ≡ ∂2σ
∂B2
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which comes from the basic functional form of WL
[1,2,29]. Curvature is extracted from a parabolic fit to
the average of 10 measurements of ρðB⊥Þ covering the
range of jB⊥j ≤ 0.5 mT. The resulting temperature depend-
ence of τ−1φ ðTÞ at B∥ ¼ 0 clearly shows the linear scaling
expected from Eq. (1) [Fig. 2(a)].
The slope A of the temperature dependence in

Eq. (1), estimated using ρxx ¼ 1500# 35 Ω, which we
determine from the measured resistance and the sample
aspect ratio, yields Ae ¼ 16.4 K−1 ns−1 as compared to A ≈
31 K−1 ns−1 fitted to experimentally determined τ−1φ ðTÞ
[Fig. 2(a)]. This difference can be reconciled in two ways.
(i) Large area epitaxial graphene monolayers usually
contain bilayer inclusions, which we also identified in
the device used here, [Fig. 1(a)], and which have much
higher conductivity than that of the monolayer material
[30–33]. This reduces the effective length of the Hall bar,
and changes the aspect ratio that should be used to calculate
ρxx, and thereby A. (ii) The parameter A may be treated
simply as an empirical factor [15]. For the purposes of this
Letter we simply rescale the effective sample area to force
the slope of τ−1φ ðTÞ to match that predicted by Eq. (1),
giving ρxx ∼ 2800 Ω, mean free path ∼26 nm, diffusion
constant D ¼ 131# 10 cm2=s, and the slope

(a)

(b) (c)

FIG. 1 (color online). (a) Layout of the sample and an optical
micrograph [28] showing predominantly monolayer graphene
with bilayer inclusions. (b) Magnetoresistance sharpens with
decreasing temperature (B∥ ¼ 0). (c) The sharpness of the
magnetoresistance curve is nonmonotonic in B∥ (T ¼ 450 mK).
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